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Hackathon Challenge : 
CO2-Water Interaction Emulator 
at the Pore-Scale



(Really!) Recent developments on hybrid approaches



First approach: Predict specific time steps (dynamic residual predictions)

• Idea: Predict residual (differential) changes between 
time steps instead of state at a given time

• Why ? 

Try to capture backflow due to pressure effects

Account for global contributions of invasion and 
backflow patterns at given time step 

Impose physics – Constant flow rate over time across all 
samples – Mass conservation

• Challenges

Multi-class classification (3 classes) with highly 
imbalanced classes  - Weighted CE loss / Focal loss

Disconnected geometries, difficult to capture 

Uncertainties - Stochastic perturbation of physics loss 
- Mass conservation on validation samples may not be 
guaranteed !



Second approach: Predict specific time steps (state predictions)

• Idea: U-ResNet with Spatial Attention mechanism, Dice Loss & Focal Loss

• Challenges: Worse Performance in unseen data

Average Train MSE: 0.075786 vs. 0.092671 (orig.)

Average Val MSE: 0.086053 vs. 0.093952

Final Time Step Train MSE: 0.153957 vs. 0.189575

Final Time Step Val MSE: 0.170212 vs. 0.190245
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Second approach: Predict specific time steps (state predictions)

• Idea: U-ResNet with Spatial Attention mechanism, Dice Loss & Focal Loss, and Physics_Loss (stochastic)

Stochastic

Deterministic until time step 15



Average Train MSE: 0.091521 vs. 0.092671 (orig.)

Average Val MSE: 0.091015 vs. 0.093952

Final Time Step Train MSE: 0.194379 vs. 0.189575

Final Time Step Val MSE: 0.190988 vs. 0.190245

Average Train MSE: 0.089110 vs. 0.092671 (orig.)

Average Val MSE: 0.090683 vs. 0.093952

Final Time Step Train MSE: 0.188382 vs. 0.189575

Final Time Step Val MSE: 0.189101 vs. 0.190245

Second approach: Predict specific time steps (state predictions)

• Idea: U-ResNet with Spatial Attention mechanism, Dice Loss & Focal Loss, and Physics_Loss (stochastic)

• Challenge: Improved performance on unseen data, but overall ability wasn’t improved

Train

Validation

Dice Loss & Focal Loss, and Physics_Loss (stochastic)Dice Loss and Physics_Loss (stochastic)



Model Plan and Model result

Model Name Diffusion? Attention? Physics 
Loss?

FocalLoss MSE Loss BCELoss Model 
metric\AVE
RAGE Mean 
square error

UNetAttnPhysics 0.0390

UNetAttnCE 0.0386

UNetAttnMSE 0.0396

UNetAttnFocal 0.0394

UNETMSE 0.0399

DiffUnetAtten 0.0453

Third approach: Predict all 25 time frames together

Time comsuming and Memory Cost: (inference batchsize=10 and inference on 512x512)
Model with 1 output channel - Time: 1.35 /10/1s, Max memory: 3729.39 MB
Model with 25 output channels - Time: 1.55/10/25 s, Max memory: 3777.39 MB
Model with 100 output channels - Time: 1.56/10/25 s, Max memory: 3927.39 MB



Average Val MSE: 0.0386 vs. 0.0940

Model result Analysis

The later timestep, the bigger the loss. 

Later result is hard to learn.

Physics might within the data pattern.



Open Questions & Discussion

Stochastic

Deterministic until time step 15



Thank you !


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11

