
Zhenkai (Josh) Bo, Heng Wang, Muhammad Ali, Nortier Bertrand  

ECO-AI Hackthon Final Report – a single frame training strategy

G
ua

rdians of Carbon - II



1. Segmentation problem

• Manipulate the target

• Loss function

2. Replace U-net with viT
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Multi-class segmentation
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GPU Utilization
Multi-class segmentation

Baseline

Loaded model from epoch: 15
Best validation loss: 0.1266841
Average Train MSE: 0.074407
Average Val MSE: 0.087164
Final Time Step Train MSE: 0.155112
Final Time Step Val MSE: 0.178702

Loaded model from epoch: 17
Best validation loss: 0.1993547
Average Train MSE: 0.070234
Average Val MSE: 0.083692
Final Time Step Train MSE: 0.146832
Final Time Step Val MSE: 0.172383

Metrics
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Multi-class segmentationBaseline

MSE over time

** With and without class weights



Segmentation problem – further improvements

• Manipulate the input (domain) as well

• Loss function (IoU + Dice loss)
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Failure reasons:

• Fixated on the geometry of the domain

• No improvements in time embedding



Adding Time to the encoder: worse that without time in 
encoder



Time in encoder + self-attention mechanism in the bottleneck of the 
U-net: slightly better average MSE than with time in encoder alone.



Self-attention mechanism in the bottleneck of the U-net 
without time in encoder: no significant improvement



Loss function Dice loss function



Loss function Dice loss function



Prediction generated by network which trained with: Dropout=0.15, unique network for frame 15 

Originnally prediction generated by network which trained with: Dropout=0.30, time embedding network

Each frame has unique mapping 
with the input



The middle prediction generated by unique network

The rightside prediction generated by original network
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